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Abstract

In this work we explore some unsolved problems in ion-beam techniques 
involving backscattered projectiles or nuclear reactions. In particular, we fo­
cus on the influence of a single violent collision on the depth resolution. 
In high-resolution experiments, where the surface or near surface interfaces 
are investigated, the energy straggling becomes very asymmetric. The cor­
responding energy-loss distributions are skewed for larger energy losses due 
to the ionization and excitation of the inner-shell electrons. We determine 
the electronic energy-loss distribution using the coupled-channel calculations. 
Then these ab-initio calculations are used as benchmark for simple models of 
energy-loss lineshapes that can be used in ion-beam analysis to replace the 
standard Gaussian distribution.
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1. Introduction

The ideal ion-beam technique is the one that is non-destructive, has high 
sensitivity, atomic selectivity and high lateral and well as depth resolution.

However, this is not the case for the real ion-beam techniques. In fact, most of 
the open problems in ion-beam analysis (IBA) are concerned with how to increase 
sensitivity and resolution without damaging the target.

Many improvements have been achieved during the last years in order to in­
crease sensitivity and resolution in IBA. From the experimental point of view, 
the increasing use of magnetic, electrostatic and time-of-flight spectrometers has 
strongly enhanced the resolution compared to standard surface barrier detectors. 
The detection efficiency has been improved by using a larger number of detectors 
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as well as by increasing the solid angle with the corresponding geometrical correc­
tions (Dollinger et al., 2004). Furthermore, ultra high vacuum conditions have al­
lowed for surface and near-surface investigations (Woodruff and Delchar, 1994). 
On the side of the data analysis, nowadays there are many fitting procedures and 
simulation programs, which have been recently reviewed by Rauhala et al. (2006). 
From the theoretical point of view, the equilibrium and non-equilibrium stopping 
forces as function of the projectile charge-state can be obtained using different 
approaches and programs, as for example the Unitary Convolution Approximation 
UCA (Schiwietz and Grande, 1999; Grande and Schiwietz, 2002), the Friedel Sum 
extended to finite velocities (Arista and Lifschitz, 1998; Arista, 2002) and the 
Binary model (Sigmund and Schinner, 2000, 2002; Sigmund, 2004). In these ap­
proaches the projectile charge-state enters as an input parameter. Recently, Grüner 
and Bell (2006) has extended the CTMC (Classical Trajectory Monte-Carlo) 
method (Olson, 1989) to calculate not only the stopping force but also the charge­
states for heavy ions at high energies. Concerning the statistical treatment, the 
use of the stochastic theory to analyze, for instance, the nuclear reaction analysis 
(NRA) using nuclear resonant reactions, has established this ion-beam technique 
as a powerful method for depth profiling light isotopes (Maurel et al., 1982).

The improved experimental conditions have allowed for energy re­
solved monolayer resolution, using medium energy ion scattering (MEIS) 
(Vrijmoeth et al., 1991), Rutherford backscattering (RBS) (Kimura et al., 1994) 
and also recoil detection analysis (ERDA) (Dollinger et al., 1998b). The fun­
damentals for monolayer resolution analytics using the energy loss of ionic 
projectiles is, besides the high resolution, grazing incidence or detection con­
ditions (only few degrees with respect to the surface), because the ratio of the 
energy loss straggling to the mean energy loss decreases for increasing projectile 
pathlength. Recently, Carstanjen and coworkers (Srivastava et al., 2004) have per­
formed a remarkable experiment, where individual atom layers in graphite have 
been observed by RBS using 1 MeV N projectiles. In this experiment we may 
find two open problems in I BA, namely a non-Gaussian energy loss distribution 
for atomic layers near the surface and a reduced yield for the first monolayer due 
to charge exchange processes.

The present paper is organized as follows. Some unsolved problems in IBA are 
addressed in Section 2. Then, we will focus on the problem of asymmetric energy 
loss distributions in Section 3 and subsequent sections. The energy loss straggling 
in a single collision (in Section 4) will be described using ab-initio calculations (in 
Sections 4.1 to 4.4) and a simplified model (in Section 4.5). The importance and 
correct modeling of the energy loss in a single collision is discussed in Section 5 
for depth profiling of Hf in sub-nanometric high-k oxide films (in Section 5.1) 
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and for the description of the surface peak in Al (in Section 5.2). Finally the 
conclusions are presented in the last section. If not indicated otherwise, atomic 
units (e = m = h = V) will be used throughout the paper.

2. Open Problems in IBA

In most used ion-beam techniques including analysis (RBS, MEIS, ERDA, NRA, 
etc.) (Tesmer and Nastasi, 1995) and ion therapy (Debus et al., 2004), the energy 
scale can be converted to depth and the measured yield to concentration. In this 
way, the accurate knowledge of the projectile energy-loss distribution and charge­
states are of fundamental importance. Not only the knowledge of stopping forces 
are required but also the energy straggling (Gaussian or non-Gaussian) as a func­
tion of the projectile charge-state must be accurately known, even within a 1% 
level, for some applications.

For ion-beam techniques dealing with heavy ions, there are additional prob­
lems in the data analysis related to non-equilibrium projectile charge-states. It 
has been observed (Dollinger et al., 1998a; Carstanjen, 1998) that the yield of 
detected heavy ions depends on the projectile charge-state and the charge-state 
populations depend on the depth. In fact, the correct data analysis in such exper­
iments is a quite complex problem, since many charge-changing cross-sections 
have to be known accurately as a function of the projectile charge and energy. 
An experimental way out of this problem is the measurement of the yield for 
all projectile-charge states, which is extremely time consuming especially for 
electrostatic and magnetic spectrometers.

There are numerous other problems, which limit the use of ion-beam analysis. 
For instance, it would be very interesting to use ion-beam techniques for elemental 
depth profiling in materials that are not planar such as nanostructures embed­
ded in a homogenous host target. However, all data analysis procedures assume 
translation invariance in the direction perpendicular to the sample normal.

Another problem is the determination of the instrumental resolution function 
without any influence of the target, particularly in magnetic and electrostatic 
spectrometers (Munoz-Marquez et al., 2005b). In fact, what can be measured is 
the convolution of the instrumental spectrometer function with the energy-loss 
straggling. The accurate knowledge of the instrumental function as well as of 
the Doppler effect coming from target thermal vibrations are of ultimate impor­
tance to understand the asymmetric energy-loss distributions in future ultra-high 
resolution experiments.

Among many open problems for ion-beam analysis, here we will focus our 
present study to address asymmetric energy-loss distribution laws. As will be 
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shown below, the understanding and corresponding modeling of such asymmetries 
is crucial to use the ion-beam analysis in subnanometric regions near the surface.

3. Asymmetric Energy Loss Straggling

The use of Gaussian distributions for the electronic energy loss in IBA techniques 
has been widely used in the literature not only because its simplicity but also 
because for thick enough targets the energy-loss distribution does tend to a normal 
distribution according to the central limit theorem (for Q2 » 7’2ax - see Sigmund, 
2006). In other words, a Gaussian energy-distribution results from the convolution 
of many small energy losses due to individual events.

There are two significant improvements of the existing formalism: impact­
parameter-dependent straggling (Kabachnik et al., 1993) (adopted here) and non­
Gaussian straggling based on realistic and non-realistic energy-transfer cross­
sections (for a very nice and self containing review, see Sigmund, 2006).

Differently from other ion-beam techniques, the modeling of nuclear reac­
tion profiling (NRP) (Maurel et al., 1982) does not assume Gaussian energy-loss 
distributions. Instead many self-convolutions are determined numerically for an 
approximate single collision spectrum. The nuclear reaction yield is then obtained 
by considering Poisson statistics of collisions, the cross-section for the resonant 
reaction, the beam spread and Doppler broadening effect. Thus, experimental 
excitation curves are fitted using trial concentration profiles. In this way, highly 
accurate depth profiling of light isotopes has been obtained with remarkable depth 
resolution (Driemeier et al., 2006), though the electronic excitations for the ion­
nucleus nuclear reaction are also important for an improved depth resolution in 
ultra-thin films (Schulte et al., 2001).

In summary, the asymmetry in the energy-loss distribution arises from the sta­
tistics of collisions, which are uncorrelated in amorphous materials and correlated 
in crystals. On the other hand, collisions with very small impact parameters to the 
nucleus as the backscattering collision in scattering techniques may be responsible 
for very large asymmetries since the inner-shells can be ionized. This will be of 
ultimate importance for the cases where there are collisions with high inner-shell 
ionization probability and large binding energy.

Moreover, the inner-shell binding energy has to exceed the projectile-energy 
straggling before the violent collision, and of course, the experimental resolu­
tion must have a variance smaller than (or comparable to) the inner-shell binding 
energy. This scenario occurs, for instance, in surface and near-surface investiga­
tions using typically few hundred keV of protons or helium in MEIS experiments 
(Hoshino et al., 2005).
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4. Energy Loss in a Single Collision

During the last years we have investigated the electronic energy loss of bare 
and screened ions for light targets using the coupled-channel method. This first 
principle calculation (Schiwietz, 1990; Grande and Schiwietz, 2004), based on an 
expansion of the time-dependent electronic wave function in terms of atomic or­
bitals, has been successfully applied to evaluate the impact-parameter and angular 
dependence of the electronic energy loss and the total stopping cross-section of 
ions (antiprotons, H and He) colliding with H and He atoms at energies ranging 
between 1 to 500 keV/amu. It has also been applied to calculate the entrance­
angle dependence of the stopping force for He ions channeling along the Si 
main crystal directions (dos Santos et al., 1997) as well the shape of the surface 
peak for protons backscattered from Al under channeling and blocking conditions 
(Grande et al., 2004).

These benchmark calculations have also been used to check simplified models 
that account for the basic energy loss processes without the need of large scale 
calculations (Grande and Schiwietz, 1998; Schiwietz and Grande, 1999) and to 
calculate the probability of multiphoton ionization in the case of intense fs-laser 
pulses (Schiwietz et al., 2001; Grande and Schiwietz, 2004).

4.1. Coupled-Channel Method

Here we will focus the attention on atomic treatments of the energy-transfer 
process. Thus, we will not consider solid-state effects such as intra-band transi­
tions, collective excitations (bulk and surface plasmons) and the corresponding 
dynamic projectile screening. The coupled-channel was already reviewed in 
Grande and Schiwietz (2004). In what follows we review the most important 
points for completeness. Any additional information can be found in Grande and 
Schiwietz (2004) and references therein.

The theoretical formulation of atomic excitation and ionization processes 
is conveniently discussed by introducing the quantum-mechanical Hamilton 
operator. For a three-body system the Hamiltonian reads

M = Tp(Fp) + Tt(rt) + Te(re) + Vpt(Æ) + Vte(r) + Vpe(fl - r) (1)

with the kinetic and potential energies denoted T and V, respectively. The sub­
scripts p, t, and e refer to the projectile ion, target core, and electron as indicated 
in Figure 1.

In the following we will use the impact-parameter method, i.e., it is assumed 
that rp and rt are given by classical paths rp = rp(r, b), rt = rt(r, b) (determined
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Figure 1. Vector diagram for the projectile ion A^+, the ionic target core B+, and one active 
electron. The impact parameter b is indicated. rp, rt and re are position vectors of projectile, target, 
and electron in the center-of-mass system.

by the impact parameter b). This concept was first introduced by Mott (1931) and 
Bang and Hansteen (1959).

If, additionally, an independent motion of the electron (McGuire and Weaver, 
1977) is assumed, one may solve the time-dependent Schrödinger equation for 
one active electron:

6^ - Jfj 4>e(r) = 0 (2)

with

= ^te + VpeWO - F) (3)

and

^te(O = re(re) + vte(re - rt(0). (4)

In the subsequent treatment the electron coordinate will be measured from the 
accelerated target nucleus and is the only dynamical variable. Thus the target 
system is the frame of reference. In such a non-inertial system non-Newtonian 
forces arise. The corresponding Hamiltonian is

Jfte = - Vte(r) + Te(r) + Vrecoil(r, rt(f)). (5)

It is reasonable to neglect the last term VreCoii. By doing this, transitions are ex­
cluded which are due to the interaction of the active electron with the recoiling 
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target nucleus. This so-called recoil effect leads to insignificant contributions to 
total cross-sections, but may be important for very close collisions (b < 10-3 
a.u.) (Rösel et al., 1982). Before the solution of Equation (2) is explained in more 
detail, the classical path R(t) should be defined. Given the time-dependent elec­
tronic wave function <t>e, a classical Hamiltonian for the heavy particles may be 
defined:

M = 7p(rp) + Tt(rt) + Vpt(R) + <<Pe| Vpe(Æ - r)|<De> + VteCdm (6) 

With this Hamiltonian the classical equations of motion are solved. The last term 
in Equation (6) was neglected because of its small influence on the motion of the 
target core in case of a strongly target-centered wave function It is emphasized 
that the concept defined by Equation (6) introduces for the first time a dynamically 
curved projectile trajectory in the impact-parameter method. Thus the projectile 
motion is coupled to the motion of the active electron. We note that this procedure 
goes far beyond the Born-Oppenheimer approximation.

It is noted that some calculations have been performed with hyperbolic pro­
jectile paths. In this case only the first three terms in Equation (6) are considered. 
However, most of the previous calculations have been performed for straight line 
paths, as given by the first two terms in Equation (6). Such calculations are equiv­
alent to quantum-mechanical solutions of the three-body Schrôdinger equation 
with plane projectile waves.

4.2. Independent-Particle Model

The electronic many-body Hamiltonian in Equation (1) is treated in the frame­
work of the independent-electron frozen-core model. This means that there is 
only one active electron, whereas the other electrons are passive (no dynamic 
correlation is accounted for) and no relaxation occurs. In this model the electron­
electron interaction is replaced by an initial-state Hartree-Fock-Slater potential 
(Herman and Skillmann, 1963).

The independent-electron approximation allows for a distinction of target 
electrons and projectile-centered electrons which screen the projectile nuclear 
charge. One of the most important dynamic correlation effects (deviations from 
the independent-electron approximation) is the collision of a target electron with 
a projectile-centered electron (McGuire and Simony, 1981). This will directly 
enhance the energy loss and reduce the projectile screening.

The time-dependent Schrôdinger equation may be solved by expanding 
<Fe({r}, Z) in terms of unperturbed eigenfunctions 99, of the target with coefficients



MfM 52 Ion-Beam Analysis: Influence of Single Collision 159

a, (?) = (epi I 4>e(0). Thus, Equation (2) is replaced by a set of coupled first-order 
differential equations, the so-called coupled-channel equations:

1

i-a,(O = £a,(r)e'<£'~WMi(Æ(/)) (7)
j

with the internuclear distance R and

Vj^(RW) = MVps(R(t),r)\<pj). (8)

Ej is the orbital energy associated with the target wave function cp,. Here Vpe is an 
effective potential seen by the active electron, which contains the screening effect 
produced by other electrons from the medium. For bare incident ions, the active­
electron projectile interaction Vpe is just the Coulomb potential. However, in the 
case where the projectile carries electrons, we use a screened potential made up 
of the Coulomb part due to the projectile-nuclear charge and the static potential 
produced by the target electrons that screen the projectile-nuclear charge, 

Vpe(Æ - r) = - /p

R — r\
(9)

where Zp is the projectile nuclear charge, is the projectile-electron wave func­
tion and N is the number of projectile electrons. The wave functions for each 
electron n of the projectile are obtained according to the Hartree-Fock-Slater 
procedure (Herman and Skillmann, 1963). Thus, we neglect dynamic screening 
(a time dependence of due to target induced polarization respectively ex- 
citation/ionization), Pauli correlation (antisymmetrization of the projectile- and 
target-centered wave functions) as well as dynamic correlation effects due to the 
residual electron-electron interaction. It is pointed out, that the dynamic electron­
electron interaction is not included in the present model since there is only one 
active electron.

For high projectile speeds and low projectile charge-states the transition 
matrix-elements are small. This is the domain of first-order perturbation 
theory (semi-classical approximation SCA, first-order Born approximation); see 
for example Kabachnik et al. (1993). In this case, most transitions are governed 
by the direct step from the initial state j to the final i. Thus, we may drop the 
summation over j and use aj(t) = I (the state j corresponds to the ground-state). 
Hence, the time-consuming solution of the coupled-channel equations is reduced 
to a set of simple integrals over time within perturbation theory.

The coupled-channel equations are solved numerically in order to obtain the 
coefficients a, after the collision (t -> oo). In contrast to other coupled-channel 
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calculations we do not use pseudo states to represent the electron continuum wave 
functions. Instead we use a large number of continuum wave-packets that are 
composed out of a superposition of exact continuum eigenstates (up to 500 gerade 
states with partial waves up to I = 10), since the computation of the stopping 
power demands high accuracy of the emitted electron energy spectrum.

Each excited or continuum state corresponds to a well-defined energy transfer 
AE(- (= E| — Eo)- Then the cross-section for a such an energy-transfer process 
will read

(10)

and average electronic energy loss Q{b) is given by

e(è) = ^|a,|2(è)AEi. (ID

The electronic stopping cross-section Se and energy straggling W per atom can 
be computed directly from:

(12)

(13)

For the electronic energy-loss distribution dPj/dT we use

—i-(è) = - («/ - </)), (14)
f

It is pointed out that for elastic collisions (f = i) as well as for “bound-state” 
excitation the energy-loss distribution defined above contains spikes due to the 
atomic level structure. Broadening effects originating from state lifetime, band 
width and the Doppler effect are not considered explicitly since they are much 
smaller than the experimental resolution. It is noted that the above sums have to 
be replaced by integrals in the case of continuum states.

4.3. Higher-Order Effects

The coupled-channel calculations allow for accurate calculations of higher-order 
effects. At high energies the electronic energy loss may be expanded in terms of 
the projectile charge Zp according to
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ß(Z>)=<?1Zp2 + 92Zp3 + ?3Zj + ---. (15)

The quadratic term is the leading one at high energies. It is well described by 
first-order Bom theory and involves only direct ionization and excitation of the 
target atom. With decreasing ion energy higher-order effects become important. 
They either depend on the sign of the projectile charge Zp (polarization and 
binding effects) or only on the absolute value of Zp. All higher-order effects 
(deviations from the Zp proportionality) can be related to multiple successive 
interactions of the active electron with the projectile and the (screened) target 
within a single collision. The number of these interactions increases for high 
projectile charges, small impact parameters and low projectile velocities. We can 
distinguish different higher-order contributions as a function of the strength of the 
perturbation.

For small perturbations of outer-shell electrons the polarization of the elec­
tronic density appears first. Positively charged particles attract and negatively 
charged projectiles repel the electron cloud during an early stage of the collision, 
which leads to a change of the density around the projectile path and correspond­
ingly to a change in the stopping power. This is a second-order effect (proportional 
to Z3)-

By decreasing the ion energy the influence of the projectile is no longer a 
small perturbation and effects such as saturation and binding-energy modifica­
tions will appear. In standard first-order treatments, the sum over all probabilities 
exceeds one since no reduction of the of the initial-state population is accounted 
for. This leads to an artificial creation of electrons (overestimated stopping power 
proportional to Z^). The corresponding experimentally observed saturation (stop­
ping power reduction compared to Z“ for heavy ions) may roughly be described 
within the unitary first-order Magnus approximation (Ryufuku and Watanabe, 
1978, 1979). A different treatment by Bloch (1933) also takes into account this 
effect and the term proportional to Zp agrees quite well with the one from 
coupled-channel calculations.

For inner-shell electrons the so-called binding effect gains importance. The 
resulting change of the stopping power is proportional to Zp but its sign is oppo­
site to the change induced by the polarization effect. The binding effect can be 
viewed as an increased binding energy of the bound electron in the vicinity of 
positively charged projectiles, which reduces the stopping power for small impact 
parameters (or large scattering angles).

Finally, at low energies the projectile represents a strong perturbation and 
effects such as electron capture for positive projectiles and adiabatic ionization 
(Fermi-Teller effect; Schiwietz et al., 1996) for negative charged projectiles turn 
out to be very important. The electron capture may be viewed as a very strong
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Figure 2. Contour plot of the time-dependent electronic density of a hydrogen atom disturbed by a 
lOkeV proton (on the left) and antiproton (on the right) at b = 1. The plot corresponds to a cut of 
the density across the collision plane.
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polarization effect (target electrons are attracted by and finally travel with the pro­
jectile). If the electronic motion is described in a target-centered basis all orders 
of the perturbation are necessary to yield the time-dependent electron-density. In 
other words, the interaction between electron and projectile never stops. In the 
Fermi-Teller effect, collisions with negative heavy projectiles are involved. For 
the case antiprotons on H, the electrons move in the field of a transient “quasi­
dipole” formed by the heavy particles. The electronic states of the quasidipole 
experience a rapid loss of binding energy when the distance between the heavy 
particles decreases, and become even unbound at a certain non-zero “critical” 
distance.

Besides these effects we also observe for increasing perturbations (high Zp at 
low energies) a diffusion-like effect in the energy spectrum of emitted electrons 
(Grande and Schiwietz, 1995). The first excitation step gives rise to an excita­
tion spectrum with a maximum at low energy transfers. Successive interactions 
(continuum-continuum couplings) yield a broadening of the excitation spectrum. 
Hence, low electron energies are suppressed due to this diffusion-like process and 
the mean stopping power as well as the straggling are enhanced. This energy­
diffusion effect may be viewed as the onset of the Fermi shuttle effect, where 
multiple head-on collisions between projectile and electron in the field of target 
lead to extremely high electron energies.

Figure 2 shows a contour plot of the time-dependent electron density for a 
hydrogen atom disturbed by a positively (displayed on left) and negatively (dis­
played on right) charged Coulombic point particle at 10 keV per atomic mass unit 
(amu) at an impact parameter of 1 a.u. These electronic densities correspond to a 
cut in the collision plane and were obtained directly from the calculated transition 
amplitudes a,(Z) according to

p(r, r) = ,(£/ £y),^(r)^*(r),
'.J

(16)

using about 200 gerade states. An inspection of this figure shows several inter­
esting features. First, the positively charged particle (proton) attracts the electron 
on the incoming path; the so-called polarization process. One may see that the 
electron density moves towards the projectile. The opposite effect takes place for 
the negatively charged particle (antiproton).

Second, for protons at the distance of closest approach, the maximum of the 
electron-density points to the backward direction at an angle of about 120 degrees 
with respect to the beam axis. It is clearly visible that the electron density lies 
behind the projectile, although the proton is attracting the electron. The reason 
for this behavior is a delayed response of the electron cloud (the inertia due to 
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the electron mass). Third, the proton enables electron-capture in the outgoing 
path of the collision and large fraction of the electron density is finally bound 
to and moving with the projectile. Since an antiproton repels the target-electron, 
the electron density near the projectile on the outgoing path of the collision is 
almost zero.

For collisions of antiprotons with atomic hydrogen, a quasi dipole is formed 
during the collisions. The dipolar antiproton-proton system does not support 
bound states for inter-particle distances below 0.64 a.u. (Schiwietz et al., 1996). 
For finite velocities and larger impact parameters b (in the figure, b = 1) there is 
still a significant ionization contribution. As can be observed in the figure at the 
distance of closest approach there is a high transition probability (blowing up of 
the density).

4.4. Reference Results

In the framework of the independent-electron model, the probability for a cer­
tain total electronic energy-loss A£ transferred during an individual ion-atom 
collision can be written as

<i7>
where the index i runs over all electrons for each subshell, for example, the Is, 2s, 
2p, 3s and 3p of the Al atom. Equation (17) corresponds to a series of convolutions 
of individual single-electron energy-loss distributions from Equation (14). In this 
way, multiple ionizations/excitations are taken into account.

Figure 3 shows the results of the coupled-channel calculations for the energy­
loss probability of 100 keV H+ projectiles colliding with atomic Al at b = 0. The 
elastic peak (the peak at AE = 0) is represented here by a Gaussian distribution 
with a very small standard deviation (about 10 eV) in order to keep the normaliza­
tion and to avoid the use of a Dirac function. In the present case, backscattering is 
almost always accompanied by excitation or ionization events, involving mainly 
electrons from the 2p shell (due to the large number of electrons) and from the 
3s and 3p bands. This is the reason for high backscattering yields at non-zero 
energies in the figure.

The main feature of the energy-loss distribution in Figure 3 is the signifi­
cant contribution of the L-shell at large energy transfers. The contribution of the 
valence electrons for the surface peak is of minor importance since the corre­
sponding M-shell energy loss is much smaller than the experimental resolution. 
K-shell ionization of Al atoms is kinematically suppressed for protons at incident 
energies below about 1 MeV.
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Energy Transfer (aE) (eV)

Figure 3. Energy transfer in a single collision for 100 keV H+ on atomic Al for a near central 
collision (b —> 0).

Figure 4. Energy transfer in a single collision for 100 keV H+ on atomic Y for a near central 
collision (b —> 0).
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Figure 5. Energy transfer in a single collision for 100 keV H+ on atomic Y using different projectile 
trajectories in a near central collision (b -+ 0).

The same can be seen in Figure 4 but for an Y atom, which has much more 
subshells than Al. In this case we can observe many peaks indicated by arrows. 
Some of arising from double inner-shell ionization and even triple ionization are 
visible. However, all theses peaks are washed out after considering the experimen­
tal resolution or Doppler effect due to the thermal motion of the target atoms in 
a solid. But the energy-loss distribution remains very asymmetric (see Figure 5) 
because of large energy transfer to ionization of the inner-shells.

The influence of different ion trajectories on the electronic excitations can be 
seen in Figure 5 for 100 keV protons on Y atom. Here the coupled-channel results 
from Equation (17) were convoluted with a typical experimental resolution (of 
about 240 eV) found in MEIS experiments. The curve denoted as straight-line, 
corresponds to coupled-channel calculations using a straight-line trajectory for the 
projectile (passing through the Y atom) while the other curves stand for dynamic 
curved trajectories calculated from the hamiltonian described by Equation (6). For 
dynamic curved trajectories, the final scattering angle is indicated in Figure 5. As 
can be observed from this figure, the electronic energy-loss distribution is nearly 
insensitive to projectile trajectories as far as very small impact parameters are 
concerned. In fact there is a narrow range of impact parameters corresponding 
to a large variation of the scattering angle, where the energy-loss distribution is 
about the same (even for scattering angle of few degrees almost no change has
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-------b = 0
------b = 0.0014 Å (e = 125°) (dynamic-curved) - 

b = 0.0026 Å (e = 90°) (dynamic-curved)
-------b = 0.058 Â (6 = 5°)

H+(100keV) + Y(atom)J

Figure 6. The same as in Figure 5 but unfolded results and including an additional scattering angle 
of 5 degrees.

been observed, see Figure 6). The near central collision regime is determined by 
this range of impact parameters. We have also checked the recoil effect described 
in Section 4.1 but it is negligible for protons with some hundred keV colliding 
with heavy targets such as Al or Y.

4.5. Simple Model for Energy-Loss Distributions

The coupled-channel calculations demand a computational effort that precludes its 
direct use in any analysis of ion-beam data. Therefore, we search for an approx­
imate solution without the necessity of performing a large-scale calculation. For 
this purpose, the close coupling calculations shall be used as benchmark results to 
check simple models for the energy loss distribution at near central collisions. A 
detailed description of such models may be found elsewhere (Grande et al., 2006). 
Here we present only a short outline of the method.

4.5.1. Model for the Mean Energy-Loss
The first ingredient of a model for the electronic energy-loss distribution is 
the mean energy-loss value as a function of the impact parameter Q(bf In re­
cent works (Grande and Schiwietz, 1998; Schiwietz and Grande, 1999) we have 
proposed a simple formula for Q(b) - called Perturbative Convolution Approxi­
mation (PCA) and Unitary Convolution Approximation (UCA) - realized by the 
CasP Program (Grande and Schiwietz, 2006). This formula reproduces first-order
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Born results for all impact parameters for bare and also for screened projectiles 
(in the PCA mode) and contains some higher-order terms, reproducing the Bloch 
formula (Bloch, 1933) at high velocities (in the UCA mode). The UCA model can 
also be seen as the impact-parameter realization of the Bloch formula and resem­
bles the Binary model of Sigmund and Schinner (2000). The following simple 
formula

(18)

with

(19)

joins smoothly all regions of impact parameters b for which two-body ion-electron 
(small £>) and dipole (large b) approximations are valid (see Figure 7).

The function h(2vb) (see Grande and Schiwietz, 1998) approaches zero for 
b <<C 1/v (relative impact parameter smaller than the electron de Broglie wave­
length in the projectile frame) and it reaches 1 for large values of b. The 
first two product terms in Equation (19) resemble the classical energy trans­
fer to a statistical distribution of electrons at rest and describe violent binary 
collisions. The last term, involving the g function (see Grande and Schiwietz, 
1998) and the oscillator strengths accounts for the long ranged dipole tran­
sitions as depicted in fig(7) where the energy transfer is about 1/Ar (At is 
the collision time and is about the impact parameter b divided by the projec­
tile velocity v). For intermediate impact-parameters the closure approximation 
in applicable (Grande and Schiwietz, 1998), which links smoothly the two body 
projectile-electron scenario with the dipole approximation.

The first integral f d2rT ..., in Equation (18) describes a convolution with 
the initial electron density also outside the projectile path and yields non-local 
contributions to the energy loss. It is noted that these non-local contributions 
are neglected in most previous simple energy loss models. With the parameter 
T] equal to one, this formula mimics the first-order Born approximation very well 
(Grande and Schiwietz, 1998) and it is denoted PCA (perturbative convolution ap­
proximation). For increasing projectile-charge first-order calculations (on which 
PCA is based) break down. They do not take in account, for instance, that each 
electron transition gives rise to an increased final-state population and a corre­
sponding reduction of the initial state population. It is clear that the ionization 
probability cannot increase indefinitely with the strength of the perturbation (the 
so-called saturation effect). Since these ionization processes come mostly from
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At = b/vE(t)

Closure 
approximation

Figure 7. Impact parameter regions that are interpolated by the PCA/UCA models.

small impact parameters, we have introduced in Schiwietz and Grande (1999), a 
scaling parameter r] in the function h that enforces unitarity in accordance with 
the Bloch model (Bloch, 1933).

Nevertheless, the UCA model, as other stopping power models (Sigmund and 
Schinner, 2002; Arista, 2002), only calculates the mean electronic energy loss. 
Except for the model from Grande et al. (2006) no simple calculation for the 
energy loss distribution as a function of the impact parameter is available so far.

4.5.2. Energy-Loss Moments
Using the mean energy loss Q(b) calculated from the UCA model, as shown in 
Grande et al. (2006), we can determine the moments of the energy loss distribution 
by assuming the following model.

The energy-loss distribution due to a single electron in a given sub-shell has 
two parts. A no-loss part, represented by a delta function at zero energy transfer, 
and a loss part, separated from the no-loss part by an energy gap corresponding
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Figure 8. Standard deviation for the electronic energy-loss distribution in a single collision for 
impinging protons at 100 keV and b = 0 as a function of the atomic number of the target.

essentially to the binding energy of the sub-shell. The loss part involves a fixed 
averaged energy loss Ë (with E = \n(2mv2/1h), where m is the electron mass, v 
the projectile velocity and //, is the binding energy). The ratio of the loss to no-loss 
part (Preaction), as a function of the impact parameters is determined from the mean 
energy loss Q(b). The second and the third moments of the distribution, related 
to the standard deviation and skewness respectively, are determined by assuming 
a 1/AE2 law starting from the binding energy value lb up to the maximum en­
ergy transfer 2m v2. Then, the effect of all electrons is determined by adding the 
moments (relative to the first moment) according to the additivity rule found in 
convolutions of probability distributions. Further details can be found in Grande 
et al. (2006).

Figure 8 displays the results of this simple model for the standard devia­
tion of the electronic energy-loss spectrum as a function of the atomic number 
of the target, for impinging 100 keV protons at an impact parameter close to 
zero (near central collision). The results are compared to coupled-channel results 
(Grande et al., 2006). In general the agreement is very good although some sig­
nificant deviations can be observed. We note that the maxima and minima are 
not related the valence structure. Indeed they are due to the interplay between 
inner-shell ionization probability and binding energy.

Nonetheless, despite of the crudeness of the present model, it may be already 
sufficiently accurate to be used in MEIS or other ion-beam technique.
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Figure 9. Coupled-channel results for 100 keV proton colliding with Y at a impact-parameter 
close to zero in comparison with analytical formulas. All results have been convoluted with the 
experimental resolution of 240 eV.

4.5.3. Analytical Formula
The coupled-channel calculations have also been used (see Grande et al., 2006) 
as a benchmark for simple analytical formulas of the electronic energy-loss dis­
tribution, which replace the Gaussian distribution when the asymmetry cannot be 
neglected.

In Figure 9 two analytical formulas for the energy-loss distribution are com­
pared with coupled-channel results for 100 keV protons colliding with a Y atom 
at Z? = 0. The asymmetric Gaussian (two Gaussians linked at the same point - 
the absolute maximum - with different standard deviations below and above this 
common point), used to analyze some MEIS experiments (Munoz-Marquez et al., 
2005a; Okazawa et al., 2005) and the basic lineshape

= a exp(—aAE)©(AE) * gauss(AE, cr)

o' /or o\/ /AE —cr2o'\\= -exp(--(2A£-a«))(l+erf( — )) (20)

proposed in Grande et al. (2006), are also displayed in Figure 9. All curves have 
the same standard deviation. For the basic lineshape, o is the experimental reso­
lution (a = FWHM/2.355) and a = 1 /<r0 (cr0 from Figure 8) quantifies the effect 
of the single collision contribution.
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Further advantages of the basic lineshape (Equation 20) are the following: 
(i) the corresponding self-convolutions are analytical and (ii) the Bothe-Landau 
equation (Sigmund, 2006) for an exponential decay energy-loss cross-section has 
also an analytical solution. Thus, the transport in a diluted medium can be easily 
computed. This is important for depth profiling techniques in amorphous targets.

5. Examples

The correct modeling of the energy-loss distribution in a single collision is very 
important for investigations of surface and near-surface interfaces as will be seen 
in the following examples.

5.1. Depth Profiling in Ultra Thin Films

Microelectronic devices based on metal-oxide-semiconductor (MOS) structures 
have continuously and exponentially advanced for decades without any substan­
tial revolution regarding materials employed in integrated circuit fabrication. The 
main driving force for this tremendous evolution has been the downsizing of 
devices and integration.

Research of new gate oxide materials requires characterization tools in the 
nanometer scale, a straightforward consequence of the nanoscopic dimensions of 
the devices to which research is devoted. Medium energy ion scattering (MEIS) 
and narrow nuclear resonant reaction profiling (NRP) are the most important ion­
beam characterization tools with nanometric depth resolution.

Gate oxides with high dielectric constant are currently being investigated to 
replace silicon oxide in MOS transistors. Hf-based oxides, silicates and alumi­
nates are the best candidates for replacing SiO2 as the gate dieletric because of 
their superior dielectric constant, electrical compatibility in the Si technology, and 
thermal and chemical stability (Wilk et al., 2001). Therefore, the depth profile of 
Hf in ultra thin films is of high importance.

In Figure 10 we show MEIS experimental results (the symbols) and the cor­
responding simulations for Hf1.06Zr0.1O2 oxide with different thicknesses (see 
Figure 10 caption) taken with 100 keV protons (Pezzi et al., 2006). Here, the 
simulations (noted as standard ones) are based on Gaussian-shape energy-loss 
distributions, where the mean energy value has been taken from the SRIM code 
(Ziegler, 2006) and the straggling value from Chu’s formula (Chu, 1976). We ob­
serve a decrease in the quality of the simulation for films with thicknesses smaller 
than one nanometer, when a homogenous oxide layer is assumed. Nevertheless, a 
good agreement can be obtained by fitting each spectrum, independently, without 
considering that they are in fact normalized to each other. Indeed, this is a pitfall,
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Proton Energy (keV)

Figure 10. MEIS spectra obtained with 100 keV protons incident in thin HfC>2 (with small amount 
of Zr). The thicknesses of the films are 0.2 (black full circles), 0.5 (red full squares), 1 (green up 
triangles) and 2nm (blue down triangles).

since the corresponding thickness will not be realistic. Furthermore, as shown 
in Pezzi et al. (2006), the areal density of Hf as a function of the resulting film 
thickness as obtained by fitting the simulation results to the data in Figure 10 
is a straight-line that has a large negative value of Hf when the thickness is 
extrapolated to zero.

On the other hand, when the energy-loss straggling during the strong head- 
on collision is included, agreement between experimental data and simulation is 
recovered, as shown in Figure 11.

Here we have used the basic lineshape from Equation 20 to describe the 
energy-loss distribution in a single, violent collision, responsible for the backscat- 
tering. The exponential decay a was obtained from Figure 8 for Hf, and amounts 
to 1/217 eV“1. In this case the assumed experimental resolution of about 100 eV 
that is much smaller than used in Figure 10 because of the extra broadening arising 
from the backscattering collision. In addition, the total Hf quantity as a function 
of the film thickness is a linear function that crosses the origin (Pezzi et al., 2006).

5.2. Description of the Al Surface Peak

Medium-energy ion scattering (MEIS) in connection with shadowing and block­
ing techniques is a powerful method for the determination of structural and
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Proton Energy (keV)

Figure 11. The same as in Figure 10 but the simulations include the effect a the energy loss 
spreading in a backscattering collisions.

vibrational parameters of crystalline surfaces (van der Veen, 1985). In this con­
text, the shape of ion energy-loss spectra is usually not analyzed, because this 
requires a detailed knowledge on the energy-transfer mechanisms. Thus, standard 
energy-loss theories or semi-empirical methods based on Gaussian energy-loss 
distributions cannot be used successfully. Instead, an atomistic description of 
the electronic excitation process and its impact parameter dependence have to 
be taken into account in a stochastic approach which leads, in general, to an 
asymmetric line shape. Nevertheless, many groups use Gaussian line shapes to 
fit the surface peak area (using high resolution and grazing conditions) in order to 
get the fractions for adlayers or adatoms (Hoshino et al., 2005), which may lead to 
questionable interpretations by neglecting the asymmetry of all backscattered-ion 
distributions.

The surface peak is due to collisions at and near the surface, involving just the 
first few atomic layers. The deflection of incoming projectiles by surface atoms 
results in the formation of a volume behind this atom, practically free of ion 
trajectories, the so-called shadow cone. If the incident ion beam is aligned with a 
main axis of the crystal, shadowing greatly reduces the chance of backscattering 
from successive atoms along the row. In a similar way, the backscattered flux 
from sub-surface atoms cannot propagate in directions corresponding to vectors 
that point to atoms closer to the surface. This will result in pronounced minima 
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in the angular distribution of the backscattered flux. Such blocking dips provide a 
sensitive method to determine surface-atom displacements. An angular shift in the 
position of a blocking dip away from the bulk crystal blocking direction is a direct 
indication of layer relaxation. Accurate determination of structural parameters 
(atomic location and vibrational amplitudes) using Medium Energy Ion Scatter­
ing (MEIS) is a well-established technique. This is accomplished by comparing 
the angular scattering intensity to results of Monte-Carlo type computer simu­
lations for models of the surface structure, as implemented, e.g., in the VEGAS 
(Frenken et al., 1986) code for trial atomic crystal structures. The atomic positions 
in the trial structure are changed until a convincing fit to the measured data (shape 
and minimum position) is obtained. This method, however, takes into account 
only the ballistic part of the backscattering events. The information contained in 
the detailed peak shape is usually not considered.

Since solid-state effects are of minor importance due to the large energy trans­
fers involved, the valence-band contributions to the backscattering signal may 
therefore to a good approximation be described within an atomic model. This 
provides the best scenario for the use of advanced atomic-physics models, such as 
coupled-channel calculations.

Here we describe the energy-loss distribution of the surface peak for protons 
impinging with 60° (and </> = 35.3°) with respect with the main axes of a clean 
Al( 110) surface and being backscattered along a blocking direction also 60° off 
normal. Further details may be found in Grande et al. (2004) and Grande et al. 
(2005).

The configuration of the scattering experiment is schematically sketched in 
Figure 12(a). The top view of the Al( I 10) surface with a scattering plane per­
pendicular to the Al( 110) surface is given in Figure 1(b). The incoming beam is 
aligned with the [—101 ] direction. For a bulk-terminated static lattice this geome­
try completely eliminates scattering events from all layers except the topmost one. 
Due to thermal vibrations and surface relaxation the deeper layers contribute to 
the surface peak as well.

5.2.1. Transport: Stochastic and Monte-Carlo Approaches
The energy lost by the projectile after several collisions is given by a series of 
convolutions of the energy-loss distribution for each single collision. Thus, each 
single collision is characterized by one impact parameter ba. When a sequence of 
collisions is described by a set of impact parameters {ha}, for example along the 
incoming path before hitting the target nucleus, the energy-loss distribution of the 
projectile will be
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(b)
Figure 12. (a) Schematic figure of the scattering geometry used in this work; the scattering plane is 
shown in (b) in a top view of the Al( 110) surface. Taken from Grande et al. (2004).

(21)

The measurable sequences of impact parameters {/?a} are however only those that 
lead to a hitting event (a close backscattering encounter) and will depend on shad­
owing effects due to the atomic layers, which the ions pass through. In this way, 
the thermal vibrations as well as the relaxation of the first layers must also be
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taken into account to determine the impact-parameter-averaged energy loss due 
to a target atom from the layer L' for the projectile that hits a target atom from 
layer L. The same holds true for the outgoing path after the backscattering. Then, 
the projectile energy distribution for a sequence of collisions that hit a target atom 
from layer L and reach the detector reads

which turns out to be a series of convolutions. Here the symbol “av” stands for 
thermal averaging according to Grande et al. (2004), Eq is the incident projec­
tile energy and K is the kinematical factor describing the two-body kinematics 
for the backscattering collision. All impact parameters involved in the equations 
above are small compared to the L- and M-shell radii (they are given by the 
thermal vibrations of about 0.1 Å). We have assumed a straight-line motion for 
the incoming and outgoing ion path for the averaging of the energy-loss over 
the impact parameter. In fact the angular deviations affect the kinematical factor 
(Grande et al., 2004). All above energy distributions are by definition normalized 
to one. The measurable projectile energy-loss function can be determined by 
(neglecting the energy resolution of the detection system)

^detectedrø = PHd(L)Yl(E),
L

(23)

where pHD is the hitting-detecting probability for a backscattering collision at 
a given layer L. The hitting probability pn is the chance to hit a certain target 
atom in a close backscattering encounter and will depend basically on shadowing 
effects due the layers the ions pass through. The detecting probability p& is the 
chance for a particle emerging from that target position to leave the crystal in 
the detector direction and will depend strongly on blocking. For the upper layers 
Phd is very close to the product of hitting pn and detecting po probabilities as 
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observed also previously (Frenken et al., 1986). Thus, for the layers L < 4 the 
effect of connected in and out tracks is minor.

The surface peak was also calculated using the Monte-Carlo SILISH code 
(Munoz-Marquez et al., 2005c). As in the well-established VEGAS code, the 
lattice positions of the Y and Si atoms are stored in an array. For each imping­
ing projectile the target atoms are displaced according to their one-dimensional 
root-mean-square thermal vibrations, and the ion trajectory is determined by a 
sequence of binary collisions. In each of them, the scattering angle is obtained by 
using the Moliere scattering potential, the ion energy and the impact parameter. 
The scattering angle is used to determine the new ion direction as well as the 
recoil-energy transfer to the target atom. This impact parameter is also used to 
select the associated inelastic energy-loss tabulated from calculations based on 
Equation (17) for different targets and impact parameters. The target atoms are 
selected by considering the atoms inside a cylinder with radius rmax and axis par­
allel to the ion incident direction. The flux of incident ions at each lattice position 
is tfien stored in a 2D matrix, where each bin, representing the transverse ion 
position, contains not only the number of projectiles, but also the histogram of ion 
directions and energy losses. The same calculation is performed for the outgoing 
ions in the detection direction using time reversibility. The incoming and outgo­
ing tracks are connected by using the corresponding flux matrices, together with 
the position of the backscattering atom according to its thermal vibration. Only 
trajectories having the same scattering plane are connected. The corresponding 
energy loss for the whole ion trajectory therefore consists of the energy loss due 
to the incoming and outgoing paths, as well as to the elastic and inelastic energy 
loss in the hard scattering collision. In this way, the variation of the kinematical 
factor due to different scattering angles is also taken into account. While quite 
large values of the cylinder radius rmax (about 4 Å) are needed to fully converge 
the calculation, some improvement in computational speed was achieved without 
significant loss of precision by using a somewhat smaller value (about 2 Å) and 
including a correction to the final energy loss spectrum. Moreover, this method of 
calculation avoids “double counting” of energy losses from more distant atoms, 
which may fall into both the ingoing and outgoing trajectory cylinders if these 
cylinders are too large.

The energy-loss distribution of each visible backscattering layer is displayed 
in Figure 13. The contribution of the first layer corresponds to a single collision 
with the first atom on the Al surface (see Figure 3). The deeper layers involve 
differences in the impact-parameter distribution and a convolution of these layer­
specific distributions. For backscattering layers L > 3 the resulting shape is 
approaching a Gaussian distribution, as expected for electronic energy-losses.
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Figure 13. Contribution of each visible layer for the surface peak of 100 keV H+ backscattered 
from the Al( 110) surface for a 60-60 degree geometry.

According to Equation (23) the area of each curve in Figure 13 corresponds to 
the hitting-detecting probability pHD- The backscattering yield of the first and 
second layers are similar because of a comparatively large surface relaxation, 
leading to a layer offset of about 0.1 Å. The third and fourth layers are still visible 
because of the thermal vibrations, which are of the order of the shadow cone 
radius for the ion energy used. For large energy losses even the fifth layer gains 
some importance. However, layers L > 7 have been neglected in the present work, 
since their contribution to the spectrum is very small.

The calculated curves in Figure 13 have been convoluted with the experimental 
resolution. The dashed curve AO (Atomic Orbital coupled-channel calculations) 
corresponds the simulations according to Equation (23) using a fixed impact para­
meter of b = 0 for the calculation of excitation/ionization probabilities in Al. The 
effect of the thermal vibrations along the ion history is represented by the dotted 
curve. Hence, the possible impact-parameters due to thermal vibrations are re­
stricted to those outside of the shadow cone for a given hitting as well as detecting 
event. The solid curve includes additionally the effect of surface relaxation.

The results of the simulation show that although the surface relaxation is very 
important for the total yield, it affects the shape of energy-loss distribution very 
little. This is because backscattering collisions taking place in deep layers that 
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can contribute to the surface peak are due to trajectories having large impact 
parameters in the first layers (resulting in relatively insignificant energy losses) 
because of shadowing for the incoming path and blocking for the outgoing path. 
Thus, the surface relaxation plays a minor role for the energy-loss shape, but is 
very important for the total yield.

The simulation represented by the solid curve includes all-important terms 
that can be computed within the framework of the independent-electron model 
(IEM). In this simulation the effects concerning the electronic and atomic struc­
ture of Al(110) and ion-atom collisions including all higher-order effects have 
been very accurately included (within the IEM). Other effects such as a better 
description of the valence electrons, dynamically curved ion trajectories and/or 
the influence of a small H° charge-state fraction are of minor importance. This has 
been checked using test calculations. Furthermore, previous investigations have 
shown that correlated vibrations do only have a minor influence on the results 
(Frenken et al., 1986). Also the approximations used to calculate the impact­
parameter distributions for each collision as well as the angular spreading have 
been cross-checked by performing full Monte-Carlo calculations SILISH. As can 
be observed in Figure 14, there is reasonable agreement between the present an­
alytical simulation (solid line) and a full Monte-Carlo calculation for the same 
problem (dashed-dotted curve). The maximum relative deviation between both 
model results slightly exceeds 10% at backscattering energies below 93.8 keV.

The experimental data show a steeper decrease towards lower energies than 
our best analytical prediction (solid line) or the Monte-Carlo result (dashed-dotted 
curve). The remaining difference between both calculations and the experimental 
data clearly exceeds 30% at low backscattering energies, which is much larger 
than the present experimental and numerical uncertainties. We attribute this dis­
agreement between the simulation and the experimental data to a breakdown of 
the independent-electron model (IEM). It was shown in Grande et al. (2005) that 
the dynamic modification of the target-electron density as well as the modifica­
tion of the electron binding energy in multiple ionizations lead to a reduction of 
the ionization/excitation probabilities and are responsible for the observed differ­
ences. For other geometries these effects are expected to be of minor importance 
and a much better agreement with the experimental data have been observed 
(Grande et al., 2005).

6. Conclusions

Among other “unsolved” problems in I BA, the use of a more realistic (a non­
Gaussian distribution) description for the electronic energy-loss distribution is
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Figure 14. Experimental data (open squares) for 100 keV H+ backscattered from Al(IIO) in 
comparison with simulations using the coupled-channel method (AO). Dashed line: energy-loss cal­
culations for b = 0 only (no thermal averaging), weighted with the hitting-detecting probabilities. 
Dotted line: energy-loss calculations averaged over thermal vibrations and considering the weighted 
impact-parameter dependence of the energy-transfer distributions. Solid curve: energy-loss calcula­
tions including thermal vibrations and additionally the Al surface relaxation. Dashed-dotted curve: 
full Monte-Carlo calculations (SILISH) including thermal vibrations and surface relaxation.

crucial for high-resolution near-surface experiments. In this work we have shown 
some recent developments, which go far beyond the usual Gaussian approxima­
tion. In particular we have provided an accurate description of the energy-loss 
spectrum in a single collision using the coupled-channel method as well as the 
statistics of collisions (the ballistics) for amorphous and crystalline materials.

We have observed that large energy losses arising from inner-shell (e.g. the L- 
shell for Al) ionization/excitation are responsible for the energy-loss asymmetry 
at near central collisions (b close to zero) with a considerable fraction of double 
ionization. We note that the appropriate methods to handle the energy-loss in such 
violent collisions are those from the atomic physics field.

Using the coupled-channel calculations as a benchmark we have analyzed 
a simple energy-loss model for the energy-loss moments. Also, these ab-initio 
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calculations have been used to check some analytical formulas for the energy­
loss distribution in order to replace the standard Gaussian distribution. Thus, the 
so-called basic lineshape is a step forward for near surface ion-beam analysis.

The energy loss in a single violent collision (as the backscattering collision in 
RBS or MEIS) firstly leads to a “degradation” of the depth resolution. Then, the 
real experimental resolution in high-resolution experiments is indeed often better 
than the one reported. For instance, concerning proton or He bombardment of few 
hundred keV, the difference between the nominal and real experimental resolution 
is large in the case of heavy targets (for RBS and MEIS) and less relevant for IBA 
techniques (such as NRA) involving light targets.

Nevertheless, as observed in the examples given in Section 5, the correct mod­
eling of the energy-loss distribution is important to get reliable depth profiles in 
oxides and the shape of the surface peak.
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